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ABSTRACT

This paper presents a survey of current research in the area of

distributed systems and discusses some possible areas of future research.

The trend toward data base management systems which are responsible for

the creation, accessing, and maintenance of a large collection of information

containing co., ,plex interrelationships is prevalent in centralized systems

today. It seems that the same advantages which led to the growth of data

base management systems in centralized systems can be applied in

distributed systems as well. Most current research (particulariy in

the area of modeling) views a distributed system in terms of independent

df -t: files We address some of the problems involved when the distributed

sybten is viewed in terrns of an integrated data base.
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Introduction

Early computerized information systems were typically imple-

mented as a centralized batch processing computer installation

with the data files and applications programs all resident at

the central site. Remote usters were denied direct access to the

data processing facility. Source documents were sent either by

mail or truck to be keypurnched and processed. Reports were

returned in the same manner. Obviously this method of getting

information was not timely.

The first step in providing some form of direct access to

a computer facility for these users was the development of

computer-communication networks employing terminal devices (CRT's,

teletypes) at the remote sites. All processing power continued

to be concentrated at the central site. This type of network

where all communication lines flow into and out of a central

location is often vriferred to as a "star" or "hub and spoke" con-

figuration.

Due to advances i,, hardware technology, it became economi-

caliy feasible to replace terminal devices with independent mini-

computers and intelligent terminals. A network consisting of two

or more independent computers (nodes) connected by one or more

communication channels will be referred to as a "computer network."

In this context, Ilhe term computer is meant to include intelligent
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ter uirkls, miaoiuomputers, ard microcomputers as well as the
A

laE,*ea processors. The ability for local as well as central

site data storage and processing, therefore, exists in a computer

sietwork.

* In a computer network, the topology can be separated into

,/ two broad categories--centralized or decentralized. In a cen-

*', tralized computer network, the basic star pdLtern of the terminal

* network is used ini which subordinate computers are all connected

to a main common computer. A disadvantage of this topology is

the lack of any direct communication between subordinate nodes.

The decentralized configuration eliminates the central or D.in

computer and directly connects computers of more or leiis equal

rank. In a decent,,alized computer network the capability exists

ji for not only local data storage and processing but also for the

direct sharing of resources among all the nodes.

Organizations'have computer system resources of data,

processes, and hardware. Computer networks permit similar but

independent/organizarions (such as those in the ARPA network)

t. share their resources or, permit organizations to partitiot,

arid distribute their resources, normally held at a central loca-

tion, among the nodes in the network. Organizations may distribute

their resources among regional locations which are geographically

*scattered. This would enable the data and processes to be placed

at r near locations which use them most frequently. Or-ganiza-

tions may also distribute their resources on a computer network

whi,-h resides in ont, ,0Cd1 ioln. Titis is patrticularly applicable

to lar~e data hases where quem'y response time can be slortenee



tihrough the uae ()t par-allul search techniqueu.

li'r.spective of the type of network cmployed, advantages in

the areas of sveutivty, flexibility, and reliability can be gained

through the di:;triltiun of vesources [Ill. In the area of security,

the semiautonomous nature of the nodes and the controlled communi-

cation paths provide runumerous avenues for effective system security.

Distributed systemIs offer ddvantages for both hardw, re and soft-

ware flexibility. Software flexibility includes the capability

for, local. source daLa processing as well as providing access to

specialized softwar-e at other nodes. Hardware flexibility permits

access to unique hardware configurations as well as providing for

smooth transitions to state-of-the-art technology since indivi-

dual subsystems may be repaiced with negligible effects on the

other subsystems. Given a certain amount of homogeneity among

the nodes of a network, it is feasible for one node or subsystem

to assume the task ot tother, in the event of failure, thus

increasing the lt'vel of reliability.

The design lpr)fblelns in di computer network composed of inde-

pendent organizdctiors are mainly concerned with the topology and

cu,,iiauni.atIon feasibility (e.g. proto(cols, format compatibilities,

etc.) of the network; ,he resources to be shared are tssumed to

pL-exist at the ,nodes in (he network. This is not the case when

deuigning a d(istributed system for a single organization. The

resources once stored at a centra'.ized site must be partitioned

ati(d distributed throughout the network. Since there are many

pCuJsible ways to l,..r' ition and distribute the resources, the
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Nu ior conalr,. t ion is tow i) opt imalt y allocate 'he resources

4nd provide tt icietit acceess meLhods. The purpose of this paper

is to discuss uomu of the considerations involved in designing

4 distributed ;;yslom, to -nurvey the literature pertaining to

resource dlloctioL, and to tutline some further areas for research.

The infolmcidtiOrn in art organization prior to distribution can
generally be viewed dS existing in two different format.;. It may

be in the form of independIent files which were most likely created

and organized t'or, specific applications, or the information may

be organized dS d1i integvated database.1 In either case, the

first step towai.d distibut.ioin concerns the problem of how to

pt-tition the data base 2 into physically distributable segments

whichthough possildy logically associated with each other (as

in the case of d database),cn be stored on physically separate

and independent Ly addressab Ie s torage.

Before further, discussion on the options for partitioning

of a data base, we need to define and briefly discuss the com-

ponents of data, bau..e systems. An iaportant concept in data man-

agement systems it the idea Lhat data is either implicity or expli-

citly described by soe: type of information structure. The infor-

mation structuvu could include data descriptors which describe

data elements and the ,elationships among the elements (i.e. ,schema),

IThe tevim dalabase i used to re.7er to an integrated collec-
tion of all the data pertaining to multiple applications which are
or'ganized in a mar.nen, whi(h reduces redundancy, provides data inde-
peudence, and only permitu common ard contuolled access to the data.

2 Data base i; def in,*,, in d collective sense to include both
the indepefideu n i , l i at ,,,,a ., iii foymationa orpa ii ',ationn.



descr iptorn Lo, ronte-nt (e.g., inverted file), and descrirtors to

locatiuns (e.11., indexes, directories, etc.). Therefore, the

considerations in p.rtitioning and distributing a data base

involve the 'tdaLa," thu infurmatiurt :lt-tcture, and the reli.cion-

ships between them.

One possibLe sululiol is to pairtition the da-ta base by

itinction or prcess. The rationale in partitioning by functien

is to include in the SdIIe segment data instances that are used

by a particular process such as inventory, billing, etc. Inde-

pendent files are rorma]y segmented by function a priori.

Thujs the partitioning options in this case concern the possible

selparation of lhe ,idtd aii(1 dcita descriptors and the possible

segmentation of the logicatl dat(j files into discrete physical

segmenits. In an inLegraled database, functional partitioning

corresponds to the :ureat Jon of segneits containing only the

in-tances of d glvmi, record type, and segments containing the

corresponding (atd descriptors.

Another, possiIi lily is to partition the data base by charac-

tezistic. An example of this could be a credit card data base

in which data and data dusciptors are partitioned into segments

according to ttle ut;Lte ini which the credit holders reside.

This is segmentation az-oss record types such that a given

segment contains record occurrences from multiple record types.

We have fit no way cALtemI)ted to exhaust all possible optiun-,

for pi rtltioniing o a data base (this being an area for further

\ . .. .1
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14itafh), but have merely included some possible options for

illastrative purposes. The main point to be made is that

rtga&dless of the option chosen the partitioning results in

a set of independently distributable segments.

Given a set of distributable segments, the next major con-

sideration in the design of a distributed data base is that

of distributing the segments in order to obtain a "good" or

optimal network according to some criteria. As with parti-

tioning, the method of distribution may be by function or by

characteristic. Within these brodd categories there are a

number of further considerations.

One concerns the proximity and degree of dependency of

data and associated data descriptors to the processes which

use them. In this regard, the additional issue of redundancy

arises since increased redundancy will enhance the answering

of queries but will confound the performance of updates.

Regardless, there will undoubtedly arise situations in which

the process and its required data are physiually separate

(different nodes). in order for nodes to access information

stored elsewhere in the network, some location method must

be provided. In addition to location descriptors which existed

prior to distribution of the data base, the act of distribution

imposes the need for locators which identify the nodes at which

the segments containing the required informution reside. These

locators may be classified according to the type of directories

maintained in the system: fu!l directooy, partial directory, or

no directory hi.
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A full diretory is a directory that lists every segment

in the network and indicates where they are physically located.

This allows a segment to be located by accessing at most one

directOry and alluws the nonexistence of a segment to be detected

immediately. Io*ever, the problem of reliability arises when

only one copy of the full directory is kept and te problem of

consistency exists when duplicate copies are maintained.

A partial directory is a directory that lists every

segment resident at a particular node or group f nodes. For

instance, each node could have a partial directory for its

segments ,or a node in each region could have a partial directory

for all the segments located in that region. There are many

further possibilities for hierarchies of partial directories.

A request for a segment would first result in searching the local

partial directory and if necessary the other partial directories.

The inter-directoy query could be accomplished by a broadcast

search, a request sent to all the appropriate partial direc-

tories. Another method would be to link the partial direc-

tories together in a ring structure and query each one in turn

until a positive response is received or a complete circuit of

the directories has been made.

No directory implies that the name or some characteristic

of a segment identifies its physical location in the network.

No processing of directories is necessary to locate this segmcnt

bit any movement of this segment wiLl result in a change iii

name which must be known by all users, or the maintenance uf sore



type of pointer structure tO trace the segment's moveftent.

A partipular distributed system is not restricted to using

a single directory type. Most likely, a combination of direc-

tory types will be utilized in order to permit flexibility in

the design of the data base system. The directories may be

viewed as distributable segments whose distribution involve

the som considerations with respect to redundancies, depen-

dencies, etc. as any other segment. Ideally, the end user-

should not be concerned with the physical whereabouts of the

records or directories to the records he wishes to access.

Given that a certain process or query requires access to

segments (processes, data, data descriptors) which may reside

on separate nodes, decisions must be made concerning the manner

in which the segments are brought together. These decisions

are dependent upon the degree ot separation within the network

and have important implications on the level of simplification

or complexity of the access paths. A wide range of variation

ii access paths can exiut depending on the location of the pro-

cessing program, the data, the data descriptors, and the amount

of data to be transafered. When a program requests data, a

decision must be made on when to send the data and how much

of the data to send. This arises due to the fact that processes

do not necessarily request data solely when the need arises

and often times use none, pdl't of, or some form of summarization

of the data reqtiustted. One possibility would be tu send all

data requested upoit initi-tl i eque.-;t if there is a greater than



Zeth., jrubabi I i Y t Ih * t |t,a, wi I I use tIli. data. Tn thl.-

Case, the proc.ssii)' 1,ront'aii, ddal descriptors, and data would

be joined together -it d nod, for the duration ol the execution

of the program. This tyle ,I ,Jevcus should only be efficient

in the case of a pt-ogram utilizing sequential access to large

amounts of data. This would involve the transfer of large

amounts of data but would result in access simplification during

the execution of Ithi program. Another altrnative would be

to send only the T-eedrd occurtarnces explicitly required by the

processing program. In this case, the processing program, data

descriptors, and dati might reside on separate nodes with an

access request to the data d.escriptors and an access request to

the data being made. each lime the processing program requests

some data from the netwot-k. This would involve the transfer

of smaller quantities of dala but would increase the access

complexity neeled I r etrieve data. The degree to which a

system can reduce Ilie quantily of data transfered with respect

to the quantity of data examined is sometimes referred to as the

data reduction ratio. Thus a query for the total amount charged

by all credit card holders in Texas might be handle.d in several

ways. One extreme would involve the transfer of all record

occurrences contaiing ch,-rges to the processing program where

they are then total.d; the other extreme would involve the

sumIlation at the dota tresident nodes and the transfer of sub-

toLl.,s. Obviously, there is a great deal of difference in the

dali reduction rati o achieved.
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It addition to the preceding considerations in the design

of a distributed data base sy4st .,. , there ire a host of ddditional

factors which must be taken into account. The decisions neces-

saily involve numerous tradeoffs due to the competing nature

of the design parameters. Therefore one must assign relative

priorities in addition to possible minimum requirements for

all parameters under consideration. This suggests the use of

some tool for choosing a "good" or optimal configuration from

*' among the set of feasible alternatives. Assuming that priorities

and requirements can be qudntified, a mathematical model is a

natural vehicle for expressing the relationships and mathematical

programming a natural technique for obtaining a solution.

Thus far the research in this area has focused on the file(segment)

allocation probiems involved in a distributed data base system.

The next section surveys the research to date.

Survey of Models

The file allocation problem was first investigated by W.

Chu 16,71. Given a number of computers in a network which process

common files, Chu developed a mathematical model for determining

an allocation of these files which minimizes the overall operating

cost of the network while satisfying certain requirements.

Ilis model determines the allocation of multiple copies of mul-

tiple files in a network where the topology is assumed fixed,

and each pair of computers has direct communication paths.

In determining the overall operating cost of the network, the

model considers stor', ge cost, transmission cost, file length,



number of requests for queries and updates to the files, and the

number of coples of each file stored. The constraints of the

model ate (1) the amount of storage needed at each computer does

not exceed the available storage capacity, (2) the expected time

to access each file is less than a given bound, and (3) the

of each file is greater than a given level. The formal mathema-

tical model is given in Figure 1.

The model formulated by Chu is a nonlinear zero-one program-

ming model. The first step in his analysis deals with the deter-

mination of values for the unknown input parameters used in the

model. Queueing delay equations using Poisson assumptions were

developed for determining the expected time for the ith computer

to retrieve the jth file from the kth computer (aijk in the model).

Next, file availability equations were developed for exprensing

availability of a file in terms of the reliability of the com-

puters and communication channels, averago repair time, and the

number of copies of each file. Given a desired level of availability

for each file and a measure, of the reliability of the system,

the required number of copies of each file can be determined.

The availability constraint, therefore, is riot used explicitly

in the model, but is uued prior to model solution to determine

the requisite number of copies of each file. Next, in order to

make the p- 'lem amenable to solution, the nonlinear zero-one

programming problem is reduce- to a linear zero-one programming

problem.



Objective:

min 4k k Ir-C,k uli •

Subject to:

wherefr is determined by

and

I Pk expected time for Lth computer to retrieve jth file from
the kth computer

Tj maximum allowable retrieval time of the jth file to the
ith computer

At. availability of computer channel

At availability of requesting computer

Aj availability level of file j

b* available memory size of the ith computer

C, transmission cost per unit length from i to k

tilt storage cost of unit length of file j at node i

Ii length of transaction to file j

length of file i

transactions from node i to file j
pli frequency of updat.es of file j from node i

= 1 if file j is stored at node i

0 otherwise

number of iodes in the network

VV% number of tiles to be allocated

I'igura I - Chu's model
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An exampLi of a file allocation problem is presented using

a three node network and five files. '11e problem WaS solved using

the Goiory cutting plane technique. Fhis solution method,

however, can only be applied to very small problems. Although

the model has several limitations, it was the pioneering work

in applying mathematical programming to the distribution of

data bases.

Based upon the work Chu, Casey in two separate papers

developed further models of file allocation in a computer network.

In his first paper, Casey (31 addressed the problem of allocating

multiple copies of a single file in a computer network of fixed

topology. Within this network every node is able to communicate

with every other node over direct communication links or through

intermediate nodes. As in Chu's mode], the objective is to minimize

the storage and communica- ion costs of file allocation.

There are, however, severil differences between the two models.

In order to remedy a lim'.tation inherent in Chu's model, Casey

includes the determination of the number of redunidant copies

as a variable in the modiel." Casey also makes a distinction

between query and updaie activity in the network; in fact, it

is the relative tradeoffs between query and update costs baued

on their respective volumes which determine the number of copies

of the file. When making a query, a user is assumed to accets

only the copy of the file which minimizes his communication cost.

Updates require every copy of the file to be accessed. As the

number of copies of the file increases, querying costs go down



b, Utp4ate and storage costs go up. In the limiting cases, ir

p ates are done, minimum cost can be achieved by gtoring

A oibtle copy of the file at some optimal location. Given a

.66tal proportion of update t. query transactions, the problem

b*cr*es cni of determining the number of copies and an associated

al!ication which minimizes the total cost. The formal mathe-

itil model is given in Figure 2.

Obj ective:

KIM) jCr' - + I £#dAo. i

Choose assignment I such as to minimize C()

; = query traffic from node j

jt a transmission cost from node J to nod6 k for queries

a transmission cost from node j to node k for updates

2 storage cost at node k

yi" = update traffic from node

Figure 2 - Casey's model

Generally, the methods for obtaining an optimal solution

to integer programming problems are both inefficient and costly.

Heuristics are normally developed which produce a "good" though

nonoptimal solution. By exploiting the special properties of

the cost function, Casey developed an efficient search proQedure

using a form of implicit enumeration which guarantees an optimal

solution. If this search procedure becomes too expensive to

apply due to the size of the problem, heuristic modifications

can be employed to produce a "good" solutiun.



it was tirst shown 'hat the proportion of update traffir to

que-r.y traffic dletuvnhineu an tipper bound on the number of the

copies present ii the lieast cost nelwork. it wa; also shown that

beginning wiLh d single copy, thu cost function monitonically

dec.reases as additional copies ot the file are added up to a

certain limit aftcr which the cost function monitonically increases.

Thtse prcpert les permit the search procedure to examine only

a small subset of the ?n possible assignments of a single file

in a n-node lieLWUjk.

The search [irocediure t inds a set of local optima in the

following manner:

(1) assign a copy of the fie to a particular node and
determine cost

(2) consider adding a copy of the file to one additional
node 'and comlpute the cost

(3) if the cost decreases with the addition of a copy,
go to step (2)

(11) if not, the preceding assignment was a local optimum

(5) repeat the above steps until all local optima are fouud

The global optimum is the minimum of the local optima.

Casey tested his algorithm oing five different query/update

proportions on, a 19-node subset of the ARPA netwrok. In addition,

a heuristic modification to the algorithm was applied to the

same network utilizing a modified objective function which assumed

move economical update patterns between nodes. The heuristic

procedure took s ignificatly longer but resultO.i in substantially

less cost.

Tn his stcond p.iper, .sety (4) extended the file allo,.,ation



prob1lm to consideL, how thi ,I;.t:, t,,iie of an org.ani-,.-ti, l should

be distriuted in d comltutt v netw.,rk, and whdt type of conmuni-

6 e'tions configurat ion shottitI be implemented in order to satisy

users' needs at a minimal cost. The data base is assumed to

be partitioned into files that can be stored indepe'idently in

the network. It is further assumed that the network communications
8a

are of the packet-switched variety in which the channel costs

are dependent upon capacity. The channel capacity is assumed

to be available from common carriers in discrete increments.

lit constrast to his first model, the costs for 4ueries and up-

dates are not explicitly included in the cost function. Instead%

these costs are indirectly reflected in the cost of leased lines

since the average transaction volume determines the channel

caa ,,city required. Also included in the cost function is a

storage cost as in his previous model.

The model is nonlinear and contains both integer and con-

tinuous varidbles. The design varidbles to he optimized include

(1) assignment of each file to a set of locations, (2) selection

of network topology, (3) designation of routing paths between

communicating nodes, and (4) specificarion of channel capacity

for each link of the net-work. The model includes two constraint

categories. One set of constaints guarantees the delievery

and conservation of messages. The other set insures that channel

capacity will not be exceeded. The formal mathematical model

for this problem is given in Figure 3.

The number of possil le networks is immense even for small



Object iVe:

o b t.' Lu:o

* (1) no messages lout or gdained at an intermediate node

it L)k W

(2) to.1 query traffic from wth user to all copies of file a

(3) totA update traffic from wth user to each cops 4f ath file

(4) absorption of query traffic at files nodes

(5) all 'ptates tansmitted to each file copy

(6) capacity constraint: no overloaded links

Given:

k processor nodes , k ... "
W) users W -. %,• ...

, files LI, 1, ...

Q0, query traffic bet.ween wth user, and ath file

l update tvatfic betwoen wth user and ath file

fixed cost of storing and maintaining a copy of the ath
file at the kth processor iode

C. admissible I ink capacities t-o,, a .

d (t) cost of a link of the- th capacity and connecting nodes i and j

I capacity index dssigned to the link between nodes i and j

jko, z 1 if a copy of the ath file is stored at the kth node

z 0 otherwise

* 'k) query traffic leaving node i cn link (ij) from wth user and
sirected to a copy of the ath File located at the kth node.

* t kupdate traffic leaving node i on link (i,j) from wth urner
ant" directed to a copy of the dth file located at the kcAh node.

ligure 3 - Casey's second model



poblems. For example a 2-file, 18-node problem has 64 bill on

possible solutions. Casey, therefore, restricts the problem to

consider only trete-type netwrks. Casey attributes the following

advantages to tree-type networks: (1) routing decisions are

drastically reduced since there is a unique path between any two

nodes, (2) a fast iterative dgorithm can ,.e developed to calcu-

late the effect of 4acharnge in a tree structure, and (3) trees

are typically used in many practical situations. Since standard

math programming techniques cannot be employed in the solution

of this problem, heuristic approaches are developed.

Casey developed an algorithm for finding a "good" netwrok

configuration. A brief description of the algorithm is given

below. The first step uses the Esau-Williams algorithm to design

a minimum cost centralized network having a single copy of each

file located at the arbitrarily selected central node. The

next Step allows duplicate copies of the files and permits

distribution of the files in the network. During this step,

the topology of the network is held constant. Using the algorithm

developed in Casey's first paper, the optima] allocation is

found for each file independently. Using this as a starting

solution, other allocations are tried by moving the files to

neighboring locations. The allocai on having the least cos-

is retained. The third step attempts to redesign the network

topology by exchanging litiks whiIle holding the files in their

newly determined ]ocations. Te link exchange thblt results in

the greatest cost reduction is put, into effect. The :3econd and



third. steps are repeated uni i n) fur' !ier irprov,,ment in costfAn be. obtaified.

The design .lgorithm was tested using a 2-file, 10-node

example. It WdS shown that network cost riedudtions covld be

achieved by alternating between the file allocation and the

topology design processes. There is, however% a strong corre-

lation between the two processes in that 1 he topology obtained

following distribution of the files strongly affects the re-

distribution of the files.

Chandy and Hewes 15] are concerned with extending previous

results of fie d]location in a distributed system to include

considerations of memory hierarchies at each node in the net-

work. The objecLive is to develop a model which retains the

best features of the Chu [61 and Casey (31 models and, in addi-

tion, determines the types of memory devices to purchase for

each site in the network in order to minimize overall average

response time. The model is developed in three stages where

each stage adds additionaL considerations to Lhe model developed

in the previous stage.

The first stage concerns -the problem of allocating copies

of a single file in a network. This is essentially a .*eformation

of Casey's first model in which the nonlinear objective function

is replaced by a l inear integer objective function with additional

constraints. These constraints guarantee that all queries will

be satisfied even if an originating node does not have a copy

of the file. In addition, the overall objective is changed from

minimizing totaL cost to minimizing the overall average response
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time. In all other respectos, the assumptions are the same int

both models. The formal mathematical model is given in Figure 4.

Minimize f- Ic UO X

Subject to

where

SIg rate at which queries are generated at node j

rate at which updates are generated at node

response time for a query at node i if the query
is satistied by accessing a copy at node i

:0 if i j

T. time required to implement an update generatedat site i on a copy at sitej

X; = I if a copy of the single file is placed at site i

= 0 othet'wise

= I if a query at node j is satisfied by accessing
a file at node i, i~j

= 0 otherwise

N number of: nodes

Figure 4 - Chandy and Hewes's first model

A branch and bound procedure is used to obtain an optimal

solution to the integer nogramming problem. In order to obtain

a good lower bound tor this procedure, the integer restriction

is relaxed and the corresponding linear programming problem is

solved using heuristics t.o obtain a good starting solution.

It is claimed Lo be inore t fticient than Casey's alg.,-thm especially



21

for the solution of very lareo problems.

In the second stage, thie tmod, i,; ,,xt,,nd.d Io include, thc,

allocation of multiple files. It appears that the authovs were

unaware of the work done by Casey in his second paper in which he

also considers the same problem. This model incorporates a

oonstraint limiting the total cost of the system by a given

bound. The mathematical model is given in Figure 5.

Minimnize

Subject to

-'

where

K number of files in the system

k cost of storing a copy of file k in site i

cost of replying to a query generated at site j regarding
file k, if a copy of the file in site i is accessed

i to satisfy the query

J.G total budget allowed

X k = 1 if a copy of file k is stored at site j
z 0 otherwise

J,1k = I if a query generated at site j for file k is satisfied
oy accessing a copy of the file at site i

= 0 otherwise

are defined similarly to

the va,,ables mj in the first model par ricu-

ldrize, to a file k.

Figure 5 - Chandy and Ilewes's Second Model
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The budget constra,,t will neces,-.rily bound the minimal

xces, time tha:. Cdn be obtained. The constraint is brought

into the objective lunction using a Lagrange multiplier. This

model is solved by first aiplying the procedure from the first

stage to one file at a time. If the total cost obtained in this

manner does not satisfy the budget constraint, an iterative

procedure is used which varies the Lagrange multiplier and cor-

responding access tintes until the budget constraint is satisfied.

The third stage completes the model definition by the

addition of co, siderdt ions of memory hierarchies and their

affect on access iines. The formal mathematical model is riot

given (chC duthOrs indledle their inlention to include it in

a leter versiom),but the nolutions are obtained by heuristic

methods which find an approximate solution. This solution is

obtained by rounding a linear programming solution which allows

continuous (rather than discrete) amounts of memory at each site.

Levin arid Morgan (9,101 having reviewed the previous work

in the inodelimig of distributed data bases concluded that the

problem could be viewed along three dimensions: (1) the level

of sharing, (2) the behdvior of access patterns, and (3) the

level of infovmation on the behavior of access patterns. The

level of sharing diStiuiguishes between "data sharing" and "program

and data shaving." DaLj L lciring refers to the situation where

every node has a copy (A cdCh prograin, but not necessarily the

data, that it acuesses. Program and dta sharing refers to the

situation wheie pimogramin; a. wel L as daca can be shared amorng the



nodes. Due to the: difficulties involved in maintais,;ng compatible

copieu of a program at mult iple sites, the ability to consider

. programs as a shared resourev may be important. Access pat ern

* behavior may be classified as being either "static" or "dynamiu."

Static behavior refer6 to patterns which are fixed over time,

whereas dynamic behavior refers to patterns which are changing

over time. The level of information available may be "complete"

or "partial." When the access request patterns are known with

certainity, the intormation level is said to be complete. When

the forecasted patterns may differ from the actual patterns, the

information level is said to be partial.

The authors observed that previous models viewed the problem

as one of-data shaving with static access patterns and complete

information. In order to provide move complete coverage of the

file allocation problem in the three dimensions, the authors

developed four separate models varying the assumptions of access

pattern behavior dend level of information while including program

and data sharing in all. Specifically, the four combinations

considered are suiimarized below:

(1) static, complete

(2) static, par'tial

(3) dynamic, complete

(4) dynamic partial

In all other respects, these models are very similar to pre-

viously developed models. The objective is to minimize overall

operating cost as a function or the number of file copies maintained,

the location of these copies, and the access request patterns.
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As before, the primary focuf, is czi the iptimal allocation of

data I iles. Levin anid Morgaii deve Loped| and tested various search

procedures anti heuristies ,along Lhe fines of the previous models)

in order to obtain computationally efficient solution methods.

Due to the complexity of the models and their similarity to the

models previously discussed, the formal mathematical presentations

and discussion of detailed solution methods have been omitted.
3

k unique dpproach to the distribution of a data base hav:

been presented by Ghosh (8]. Ghosh is interested in distributing

a .data base with logical associations between distributable

segments in order to reduce the response time to satisfy queries.

Each segment is assumed to contain all instances of a record

type (i.e., segmentation by function). In terms of the three

dimensions defined by Levin and Morgan, Ghosh studied data sharing

under the assumptions of static access patterns and complete

information. This might imply that there was a great deal of

similarity between this workand that of Chu, Casey, and Chandy

and Hlewes. There are, however, several differences concerning

the problem to be solved and the approach to be taken.

Ghosh assumes that in order to satisfy queriesaccess to

multiple segments (files) are required. For retrieval purposes,

a cucry can be divided into two parts, the qualification pdrt

arad Lne target part, each of which may require access to multiple

segments. His paper is directed toward determining an allocation

of target segments in order to reduce response time without

regard to communications costs through the use of parallel search

Tnteresled veadov.rs; cw. ru ttI',ed to (9).
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tech-tiques. He, thereforej, optimizes vith respect to the dep'.n-

denc'es between segments of a query (segments are accessed together)

rather than dependencies between a query and each of its segments

as independent entities (segments are accessed separately).

The problem can be summarized as follows: Given a set of

queries requiring access to multiple segments, determine an
a

allocation of the segments to the nodes of a computer network

such that no two target segments which appear together in a

query are resident at the same node. The problem stated in this

way only specifies an allocation to satisfy the parallel search

requirement. Additional considerations include the issue of

redundancy (i.e., do you permit multiple copies of segments),

and the determination of the miriimal number of nodes which will

satisfy the search requirement for a given set of queries.

Ghosh developed several algorithms based upon a set of theorems

and the use of combinatorial statistics to determine allocations

with and without redundancy. The algorithms find feasible

solutions to the parallel search problem. Optimal solutions

require the repetitive application of the algorithms to find

minimal node solutions since the problem is never formulated

as a mathematical model which can be optimized through direct

iterative procedures.

We view this approach as being particularly applicable to

the distribution of a data base on a computer network where the

nodes of the network are all at one site. In this type of

environment, communication costs are not a consideration.
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We formulate the problem of a:location of segments without

redundancy studied by Ghosh as a z-ro-one integer programing

inodel which determines the minimal number of nodes and the

allocation of segments for parallel searching of a given set

of queries. The model has three sets of constraints. The first

puarantees that each query can be parallel searched, and the

second guarantees that .ctly one copy of each segment is

allocated. The third .-t of constraints are needed to insure

the proper structure for the formulation.

Given:

Q"Q1 k0 1 M... M a set of queries

T: , ; "a set of target segments

the index set of target segments
I" I i; '~Q ~( contained in query k

Variables:

X;j = 1 if k is located at node i
= 0 otherwise

1 if node j has at least 1 target segment located there

0 otherwise

Minimize:

Subject to:

i~~ ~ X- = ,s. l: o,:

0 K :L



Conclusions

This paper has presented some considerations in the dis-

tribution of a data base and surveyed the research in the

" application of modeling to the allocation of resources. As

discussed in the introduction, allocation of resources cannot

occur until they have been partitioned into distributable segments.

The partitioning problem is not addressed by any current research.

The research (with the erception of Ghosh) views the data base

as a collection of independent files. The problems associated

with accessing the data base are not considered since applica-

tion programs are assumed to have direct access to particular

files. The files have simple structure (e.g., sequential, indexed

sequential) with no complex relationships maintained among them.

Ghosh recognized the problem of providing access paths to a data

base where complex relationships exist between segments, but he

did not consider the problem in his research.

The trend toward data base management systems which are

responsible for the creation, accessing, and maintenance of a

large collection of information containing complex interreld-

tionships is prevalent in centralized systems today. Ii: seems

that the same advantages which led to the growth of data base

management systems in centralized systems can be applied in

distributed systems as well. Distributed systems, therefore,

should not be viewed in terms of data files locked into appli-

cations programs but in terms of an integrated database. Most

current research (particularly in the area of modeling) does

not seem to be addressing the real problems involved in a

L. m . • n m • n
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distributed system w, thi.h type. Re.edvch into .pplying current

database technology to distributed systems is -ust beginning

to surface.

A new type of computer configuration for database management

systems was proposed by Canady (1] which seems particularly

applicable to distributed systems. The basic concept of this

configuration is the separation of the database management

system and database from the other major sof tware components

of a system (e.g., operating system, applications programs).

The database management function is implemented on a separate

machine which has exclosive access to the database. This machine

is referred to as a back-ond computer. The other functions of

the system reside on a host computer. This configuration offers

advantages in the simultaneous shdring of a common database in

a computer, network especially where the computer systems in the

network differ in machine type and configuration. A computer network

could consist of back-end machines which serve a number of

different hosts. Datd can be transferred between very different

hosc machines without reformatting and translation as long as

the back-ends are of the same type. In such a network, the pre-

viously mentioned problem of partitioning the database amo':,

the back-ends would exist. In addition, the relationship between

the physical placement of the host machine and the back-end

machines in local and/or remote locations would have to be

considered. It was shown that a complete database management

system (DBMS) based on the DBTG proposal could be implemented

in a back-end minicomputer,. A choice, therefore, exists on
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whether to distribute the DBMS in some type ot hierarchy among

the bdck-ends o, to instdll complete copips of ths DBMS on each

back-end. The experimental implementation of this concept

consisted of a single bdck-end an't did not conisider the multiple

back-end problem.

Peebles ana Maning 1i31 have investigated a computer

architecture for distributed data base systems. They were

mainly concerned with the design of a message-switched operating

system which would suppot-t distributed data processing. Their

design incorporated the idea of a back-end computer for handling

the data base manage.ment function. Only tne printitive data

base architecture of simple direct access file structure has

been implemented, but the authors 'are considering the implemen-

tation of a more complex distributed DBMS.

Lowenthal (111 inve'stigated the possibility of implementing

a data base management function across a network of minicomputt:rs.

He viewed this data management function (DMF) as consisting of

a hierarchy of process-oriented modules. fie states that the DMF

should be designed to treat segmented databases in much the same

way as nonseginented databases. Only the lowest level of the

hierarchy should be concerne&l with the distribution of the dai..

ln this way, a D1F could be upgraded to include support for

distributed databases wit. minimal impact of the rest of the DMFi" configuration.

Further research intu the design of a DBMS which will operate

in a distributed ewvironment as current DBMS operate in a
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centralized environment is reeded. This research must consider

the partitioning and distribution of the data resources, the

configuration of the system respasible for creating, accessing,

and maintaining the data resources, and the determination of

access paths which may be complex due to the interdependencies

betwien the distributable segments. The development of models

to represent the relationships in a distributed database system

which build on the models previously presented would be included

in this research. Whether current DBMS can be adapted for

supporting distributed systems or whether a DBMS needs to be

designed especially for distributed systems needs to be further

investigated.I
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